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Figure 8: Here, the method of Steepest Descent starts at 2 2 and converges at 2 2 .

Putting it all together, the method of Steepest Descent is:

(10)

(11)

1 (12)

The example is run until it converges in Figure 8. Note the zigzag path, which appears because each

gradient is orthogonal to the previous gradient.

The algorithm, as written above, requires two matrix-vector multiplications per iteration. The computa-

tional cost of Steepest Descent is dominated by matrix-vector products; fortunately, one can be eliminated.

By premultiplying both sides of Equation 12 by and adding , we have

1 (13)

Although Equation 10 is still needed to compute 0 , Equation 13 can be used for every iteration thereafter.

The product , which occurs in both Equations 11 and 13, need only be computed once. The disadvantage

of using this recurrence is that the sequence defined by Equation 13 is generated without any feedback from

the value of , so that accumulation of floating point roundoff error may cause to converge to some

point near . This effect can be avoided by periodically using Equation 10 to recompute the correct residual.

Before analyzing the convergence of Steepest Descent, I must digress to ensure that you have a solid

understanding of eigenvectors.


